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ACCESS AND PRESENTATION OF FILES
BASED ON SEMANTIC PROXIMITY TO
CURRENT INTERESTS

BACKGROUND OF THE INVENTION

The present invention relates generally to the field of
information organization, access, and presentation and more
particularly to the management and presentation of infor-
mation based on the relevance of its semantic content to a
user’s current interests.

The management and presentation of large amounts of
information to a user in a manner that does not impose a high
cognitive burden is a growing challenge as the amount of
data that is available to be considered and analyzed steadily
increases. Machines can help by performing a triage on
available information, estimating what is relevant to a cur-
rent focus and thereby decreasing the amount of information
a user must consider. The amount of relevant information
considered is one component of the burden, but equally
significant is the form in which the information is presented.
If information can be presented in a way that simply reflects
relationships among the information considered and the
strength of these relationships, then the cognitive burden
imposed on the user can sometimes be decreased.

A force directed graph is a means for presenting infor-
mation and the relationships between information. The idea
of a force directed graph is to spatially represent a set of
nodes, where a node is a data or information (e.g., text, a
word, an email), such that nodes rendered in proximity to
one another tend to be more intimately connected to one
another along some dimension or set of dimensions (e.g., a
topic discussed in the nodes if; say, the node represent text),
and such that the attraction among like nodes and repulsion
among non-like nodes obeys a force-distance relationship
known from physics. Force-directed graph drawing algo-
rithms are a class of algorithms for drawing graphs in an
aesthetically pleasing manner.

SUMMARY

A method for managing and rendering one or more
information nodes relative to a current focus. The method
receives one or more principal topics from an analysis of a
content of the one or more information nodes. The method
further determines a topic vector from a similarity of a
content of a first information node in the one or more
information nodes to each of the one or more principal
topics. The method further determines a map from the topic
vector to a storage location of the first information node. The
method further determines one or more current topics from
a content of a second information node that has been
recently accessed by a user. The method further determines
a current focus vector from a similarity of the one or more
current topics to each of the one or more principal topics.
The method further renders a representation of the current
focus vector and a representation of the first information
node according to a rendering algorithm that is applied to the
current focus vector and the first information node, wherein
a position and a size of the representation of the current
focus vector and of the first information node is determined
by the rendering algorithm.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 depicts a block diagram of a computer system
attached to a network and user interfaces in accordance with
an embodiment of the present invention;
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FIG. 2 depicts a block diagram of a semantic proximity
system that is depicted in FIG. 1, in accordance with an
embodiment of the present invention;

FIG. 3 depicts an example force directed graph in accor-
dance with an embodiment of the present invention;

FIG. 4 depicts a flow chart for an operation of the
semantic proximity system depicted in FIG. 2, in accordance
with an embodiment of the present invention; and

FIG. 5 depicts a block diagram of the computer system
that is depicted in FIG. 1, in accordance with an embodiment
of the present invention.

DETAILED DESCRIPTION

Detailed embodiments of the present invention are dis-
closed herein with reference to the accompanying drawings.
It is to be understood that the disclosed embodiments are
merely illustrative of potential embodiments of the present
invention and may take various forms. In addition, each of
the examples given in connection with the various embodi-
ments is intended to be illustrative, and not restrictive.
Further, the figures are not necessarily to scale, some fea-
tures may be exaggerated to show details of particular
components. Therefore, specific structural and functional
details disclosed herein are not to be interpreted as limiting,
but merely as a representative basis for teaching one skilled
in the art to variously employ the present invention.

References in the specification to “one embodiment”, “an
embodiment”, “an example embodiment”, etc., indicate that
the embodiment described may include a particular feature,
structure, or characteristic, but every embodiment may not
necessarily include the particular feature, structure, or char-
acteristic. Moreover, such phrases are not necessarily refer-
ring to the same embodiment. Further, when a particular
feature, structure, or characteristic is described in connection
with an embodiment, it is submitted that it is within the
knowledge of one skilled in the art to affect such feature,
structure, or characteristic in connection with other embodi-
ments whether or not explicitly described.

In an embodiment of the present invention, the content of
a file is compared to a set of principal topics when it is stored
in the file system and that comparison is recorded in a file
system index. The index is a data structure that maps a
similarity of the file’s content to each of the principal topics
to the storage location of the file. The file is accessed by
presenting the topics in the file’s content to the index. In an
embodiment, a user’s recent accesses are monitored and
their content is compared to the set of principal topics. The
result of this comparison is used to create a current focus for
the user. Representations of the current focus and some or all
of the files in the file system are rendered visually in a way
that expresses the semantic similarity between the content of
the files and the current focus. For example, files with
similar content are rendered closer to one another (with the
distance depending on how similar their contents are) while
files with dissimilar content are rendered farther apart. The
user can access a file (e.g., one that is closely related to the
user’s current focus) by selecting its rendered representa-
tion. In an embodiment, a force directed graph is used to
render the representations of the files and the current focus.

Embodiments of the present invention recognize that the
cognitive burden of a user is sometimes decreased by
presenting files and a user’s current interests (a current
focus) in a way that reflects the strength of their semantic
similarity while providing a method for the user to access
them, without the user having to access and navigate a
traditional hierarchical file system.
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FIG. 1 depicts computer system 101 that, in some sce-
narios and embodiments, includes I/O interface 104, pro-
cessor 105, storage 107, and memory 106. In an embodi-
ment, semantic proximity system 108 resides in memory
106. User interfaces 102 and network 103 are connected to
computer system 101. Semantic proximity system 108 gen-
erates a current interest file from recent user activity and
presents representations of it and other files to reflect the
similarity and/or dissimilarity of content among the files to
the user. A file can be any file whose information content can
be interpreted and given meaning. For example, a file may
include, in whole or part, a document (e.g., text, source
code), an email, audio, an image, a hologram, video, a core
dump, or other interpretable information.

FIG. 2 depicts the functions in semantic proximity system
108 in more detail. In some scenarios and embodiments,
semantic proximity system 108 includes user control 201,
context manager 202, principal topics generator 203, current
focus manager 204, node topic vector generator 206, current
focus vector generator 207, storage manager 208, and ren-
dering manager 210. In some scenarios and embodiments,
current focus manager 204 includes current topics generator
205, storage manager 208 includes index manager 209, and
rendering manager 210 includes algorithm manager 211.

In an embodiment, user control 201 is an interface for
control input from a user that enables the user to modity a
functionality and configuration of semantic proximity sys-
tem 108. Context manager 202 manages a selection of
information nodes (stored in storage 107) that are rendered
(by rendering manager 210) together with a current focus of
a user (generated by current focus manager 204).

In an embodiment, context manager 202 selects all or
some of the files (also called information nodes) in storage
107 to be rendered with a current focus. In an embodiment,
the selection of the information nodes is based on input from
user control 201. In an embodiment, a user selects the
information nodes to be rendered with a current focus. In an
embodiment, a user guides a selection of information nodes
by providing a characterization of the information nodes to
be selected for rendering with a current focus to context
manager 202 and the characterization is used by context
manager 202 to select information nodes in storage 107 that
meet the characterization. In an embodiment, the informa-
tion nodes to be rendered are selected by an algorithm.

In an embodiment, principal topics generator 203 per-
forms an analysis of the content of the information nodes in
the selection of information nodes selected by context
manager 202 and extracts one or more topics from each
information node. It then generates a set of principal topics
by selecting the most pervasive and representative topics
from the topics that principal topics generator generated
from each information node. An information node may
include, in whole or part, a document (e.g., text, source
code), an email, audio (e.g., speech), an image, a hologram,
video, a core dump, or other interpretable information. The
analysis identifies and generates a set of principal topics, i.e.,
the primary topics that are in the content of the information
nodes in the selection of information nodes. In an embodi-
ment, if the information nodes in the selection of informa-
tion nodes contain text information, principal topics genera-
tor 203 uses a Latent Dirichlet Allocation (LDA) algorithm
to perform the analysis. In another embodiment, if the
information nodes in the selection of information nodes
contain text information, principal topics manager 203 uses
a probabilistic latent semantic indexing (pL.SI) algorithm to
perform the analysis. In other embodiments, principal topics
generator 203 uses other algorithms to perform the analysis

40

45

55

4

that are appropriate to the type of information contained in
the information nodes in the selection of information nodes.
For example, if an information node contains video, an
algorithm that can analyze the video and characterize its
content (e.g., a car chase, a wedding, or a rocket launch) is
used by principal topics generator 203 to perform the
analysis.

In an embodiment, node topic vector generator 206
receives the selection of information nodes from context
manager 202 and the set of principal topics (that were
generated from the content of the selection of information
nodes) from principal topics generator 203. Node topic
vector generator 206 generates a set of node topic vectors,
one node topic vector for each information node in the
selection of information nodes. In an embodiment, a node
topic vector contains a list of values that reflect the affinity
that the information node has for each principal topic. Values
in a node topic vector are in one-to-one correspondence with
the principal topics in the set of principal topics.

In an embodiment, current focus manager 204 monitors
and records the information accessed during a user’s recent
information access activity. For example, current focus
manager 204 monitors and records a user’s access to web
sites, files (including emails), and multimedia (e.g., images,
audio, video, movies, and holograms) as well as the user’s
potential editing of the files and media.

In an embodiment, current topics generator 205 analyzes
the information in the record of the user’s recent information
access activity and identifies a set of primary topics (i.e.,
prevalent topics). In an embodiment, current topics genera-
tor 205 generates an artificial document from set of current
topics with a content that reflects the prevalence of each
primary topic in the user’s recent information access activ-
ity. In an embodiment, the artificial document represents the
user’s current focus.

In an embodiment, if the record includes text information,
then current topics generator 205 uses a Latent Dirichlet
Allocation (LDA) algorithm to analyze the text information
for topics. In another embodiment, if the record includes text
information, then current topics generator 205 uses a proba-
bilistic latent semantic indexing (pLSI) algorithm to analyze
the text information for topics. In other embodiments, cur-
rent topics generator 205 uses other algorithms to perform
the analysis that are appropriate to the type of information
contained in the recent information. In an embodiment,
current focus manager 204 forms an artificial document with
a content that reflects the current topics in the set of current
topics in proportion to their strength in the user’s recent
information access activity.

In an embodiment, current focus vector generator 207,
receives the artificial document from current focus manager
204 and the set of principal topics (that were generated from
the content of the selection of information nodes) from
principal topics generator 203. Current focus vector genera-
tor 207 generates one current focus vector that reflects the
affinity that the artificial document (which reflects the user’s
current focus) has for each of the principal topics in the set
of principal topics. Values in the current focus vector are in
one-to-one correspondence with the principal topics in the
set of principal topics.

In an embodiment, rendering manager 210 receives the
current focus vector from current focus vector generator 207
and the set of node topic vectors from node topic vector
generator 206 and visually renders representations of them
in a way that reveals an affinity (i.e., similarity) that a node
topic vector has for the user’s current focus. In an embodi-
ment, the affinity that a given information node (the content
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of which is measured by a node topic vector) has for the
user’s current focus (the content of which is measured by the
current focus vector) is calculated by taking the inner
product of the two vectors. The inner product (also called dot
product or scalar product) of two vectors is an algebraic
operation that returns a single value. The value is the
magnitude of one vector in the direction of the other vector
in the vector space in which the vectors are defined. A node
vector and the current focus vector are in a topic vector
space that has the principal topics as its basis vectors, and
has a dimension equal to the number of principal topics. In
the topic vector space the inner product of two vectors is a
measure of the similarity of the two vectors, i.e., a measure
of the similarity of a content of an information node (rep-
resented by a node topic vector) to the content of a user’s
current focus (represented by the current focus vector).

In some scenarios and embodiments, algorithm manager
212, a function in rendering manager 210, renders a repre-
sentation of each of the information nodes (that node topic
vector generator 206 receives from context manager 202)
and the current focus (represented by the current focus
vector) in positions based on the strength of similarities of
their contents with each other and with the current focus. In
an embodiment, algorithm manager generates a force
directed graph of the representations of the information
nodes and the current focus. In an embodiment, a represen-
tation of the current focus is centrally located in a rendering
with an edge (a line) from the current focus representation
to each information node representation. In an embodiment,
each of the principal topics is also rendered as a special
information node, a “topic” node, with one or more edges
between a topic node and the information nodes. In an
embodiment, an attractive force on edge between an infor-
mation node and a topic node is in proportion to the affinity
of the information node with a topic represented by the topic
node. In an embodiment, physical forces of attraction and
repulsion between rendered representations of information
nodes, the current focus, and, in an embodiment, the prin-
cipal topics, are used to create a resulting natural arrange-
ment of the representations. That is, algorithm manager 211
renders the representations in the positions that are in
equilibrium with the forces acting on the representations. In
an embodiment, spring-like attractive forces based on
Hooke’s law (attractive force is proportional to distance) are
used to attract pairs of representations towards each other,
while simultaneously repulsive forces like those of electri-
cally charged particles based on Coulomb’s law (where the
repulsive force of like charges is inversely proportional to
the square of the distance, i.e., half the distance quadruples
the force) are used to separate all pairs of representations. In
an embodiment, the strength of the attractive force between
a representation of the current focus and a representation of
an information node is in direct proportion to the value of the
inner product of the current focus vector and the node topic
vector that is associated with the information node.

In an embodiment, a user can access an information node
whose representation is displayed in a rendering by selecting
the representation of the information node in the rendering.
In an embodiment, when an information node (i.e., a file) is
stored in storage 107, a topic vector is generated for the
information node and is associated with the location of the
information node in storage 107. The location is mapped to
the topic vector of the information node by index manager
209 in storage manager 208 in an index. The index provides
a location of an information node in storage 107 when the
index is accessed by the topic vector of the information
node. In effect, the index enables an information node to be
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accessed by its contents, which are represented by its topic
vector. Such an index is often termed an inverted index.

In an embodiment, rendering manager 210 renders an
information node that contains words of text as a wordle
(i.e., a word cloud). The wordle is a group of commonly
occurring words in the information node. In an embodiment,
the size of each word in a wordle is a function of its
prevalence in the information node. In an embodiment, the
size a word in a wordle of an information node is in direct
proportion to the prevalence of the word in the information
node. In another embodiment, the size of prevalent words
are exaggerated and the size of infrequent words are mini-
mized. In an embodiment, rendering manager 210 accesses
storage 107 for an information node using its associated
node topic vector that rendering manager 210 receives from
node topic vector generator 206. Storage manager 208
submits the node topic vector to index manager, which
accesses the inverted index with the node topic vector and
acquires the location of the information node in storage 107.
Algorithm manager 211 coverts the contents of the infor-
mation node into a wordle and renders the wordle. In an
embodiment, algorithm manager 211 renders a position of
the center of a wordle as an equilibrium position (for the
information node from which the wordle is derived) in a
force directed graph.

In an embodiment, rendering manager 210 in semantic
proximity system 108 renders the similarity of the contents
of the collective information nodes of a group of users
relative to the current focus of each user in a rendering for
each user.

FIG. 3 depicts example force directed graph with repre-
sentations (i.e., nodes) 301, 302, 303, 304, 305, 306, 307,
308, 309, 310, 311, and 312. In an embodiment, node 301
represents the current focus node, nodes 305, 306, 307, 308,
309, 310, and 311 represent the selected information nodes,
and, in an embodiment, nodes 302, 303, and 304 represent
principal topic nodes. The proximity of an information node
(e.g., node 308) to the current focus node (node 301), reflects
the similarity of content the nodes share, i.e., an affinity of
the content of one node to the content of the other node. In
an embodiment, edges are rendered between information
nodes and the principal topic nodes, as well as between the
focus node and the principal topic nodes. Nodes which are
not connected by an edge are repelled from one another.

Force directed graphs can be generated in many ways and
can use a variety of attractive and repulsive functions to
arrange the nodes rendered in them. In an embodiment, the
focus node can attract the information nodes and the topic
nodes can attract the information nodes. In an embodiment,
the focus node can attract the information nodes and there is
no attraction between the topic nodes and the information
nodes. In an embodiment, the edges are not rendered and are
manifest only in force and rendering calculations, and not in
a rendering itself.

FIG. 4 depicts the operational steps performed by seman-
tic proximity system 108, in an embodiment and scenario.
Information nodes (files) are received and stored in storage
107 in step 402. One or more information nodes in storage
107 are selected for rendering by context manager 202 in
step 404. A set of principal topics is generated from the
selected information nodes by principal topics generator 203
in step 406. A node topic vector is generated for each of the
selected information nodes by node topic vector generator
206 in step 408. A user’s recent accesses are monitored and
recorded by current focus manager 204 in step 410. The
content of the user’s recent accesses are analyzed and a set
of primary topics are identified in the recent accesses by
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current topics generator 205 in step 412. A current focus
vector is generated from the primary topics by current focus
vector generator 207 in step 414. Representations of the
selected information nodes and the current focus are ren-
dered by algorithm manager 211 in step 416.

FIG. 5 depicts computer system 500 that is an example a
computer system that hosts the functions of semantic prox-
imity system 108 in computer system 101. Computer system
500 includes communications fabric 502, which provides
communications between computer processor(s) 504,
memory 506, persistent storage 508, communications unit
510, and input/output (I/O) interface(s) 512. Communica-
tions fabric 502 can be implemented with any architecture
designed for passing data and/or control information
between processors (such as microprocessors, communica-
tions and network processors, etc.), system memory, periph-
eral devices, and any other hardware components within a
system. For example, communications fabric 502 can be
implemented with one or more buses.

Memory 506 and persistent storage 508 are computer
readable storage media. In this embodiment, memory 506
includes random access memory. In an embodiment,
memory 506 is an example of memory 106 and persistent
storage 508 is an example of storage 107. In general,
memory 506 can include any suitable volatile or non-volatile
computer readable storage media. Cache 516 is a fast
memory that enhances the performance of processors 504 by
holding recently accessed data and data near accessed data
from memory 506.

Program instructions and data used to practice embodi-
ments of the present invention may be stored in persistent
storage 508 for execution by one or more of the respective
processors 504 via cache 516 and one or more memories of
memory 506. In an embodiment, persistent storage 508
includes a magnetic hard disk drive. Alternatively, or in
addition to a magnetic hard disk drive, persistent storage 508
can include a solid state hard drive, a semiconductor storage
device, read-only memory (ROM), erasable programmable
read-only memory (EPROM), flash memory, or any other
computer readable storage media that is capable of storing
program instructions or digital information.

The media used by persistent storage 508 may also be
removable. For example, a removable hard drive may be
used for persistent storage 508. Other examples include
optical and magnetic disks, thumb drives, and smart cards
that are inserted into a drive for transfer onto another
computer readable storage medium that is also part of
persistent storage 508.

Communications unit 510, in these examples, provides
for communications with other data processing systems or
devices. In these examples, communications unit 510
includes one or more network interface cards. Communica-
tions unit 510 may provide communications through the use
of either or both physical and wireless communications
links. Program instructions and data used to practice
embodiments of the present invention may be downloaded
to persistent storage 508 through communications unit 510.

1/O interface(s) 512 allows for input and output of data
with other devices that may be connected to each computer
system. For example, I/O interface 503 may provide a
connection to external devices 518 such as a keyboard,
keypad, a touch screen, and/or some other suitable input
device. External devices 518 can also include portable
computer readable storage media such as, for example,
thumb drives, portable optical or magnetic disks, and
memory cards. Software and data used to practice embodi-
ments of the present invention can be stored on such portable
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computer readable storage media and can be loaded onto
persistent storage 508 via /O interface(s) 512. /O inter-
face(s) 512 also connect to a display 520.

Display 520 provides a mechanism to display data to a
user and may be, for example, a computer monitor.

The programs described herein are identified based upon
the application for which they are implemented in a specific
embodiment of the invention. However, it should be appre-
ciated that any particular program nomenclature herein is
used merely for convenience, and thus the invention should
not be limited to use solely in any specific application
identified and/or implied by such nomenclature.

The present invention may be a system, a method, and/or
a computer program product. The computer program prod-
uct may include a computer readable storage medium (or
media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present invention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but is not limited to, an
electronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
is not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program instructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface in each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage in a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written in any combination
of one or more programming languages, including an object
oriented programming language such as Smalltalk, C++ or
the like, and conventional procedural programming lan-
guages, such as the “C” programming language or similar
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programming languages. The computer readable program
instructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec-
tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLA) may execute the computer
readable program instructions by utilizing state information
of'the computer readable program instructions to personalize
the electronic circuitry, in order to perform aspects of the
present invention.

Aspects of the present invention are described herein with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks in the
flowchart illustrations and/or block diagrams, can be imple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function in a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified in the flowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer imple-
mented process, such that the instructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified in the flow-
chart and/or block diagram block or blocks.

The flowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of instructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
functions noted in the block may occur out of the order noted
in the figures. For example, two blocks shown in succession
may, in fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
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illustration, and combinations of blocks in the block dia-
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

The descriptions of the various embodiments of the
present invention have been presented for purposes of
illustration, but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill in the
art without departing from the scope and spirit of the
invention. The terminology used herein was chosen to best
explain the principles of the embodiment, the practical
application or technical improvement over technologies
found in the marketplace, or to enable others of ordinary
skill in the art to understand the embodiments disclosed
herein.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of the present invention. As used herein, the sin-
gular forms “a”, “an” and “the” are intended to include the
plural forms as well, unless the context clearly indicates
otherwise.

Each respective figure, in addition to illustrating methods
of and functionality of the present invention at various
stages, also illustrates the logic of the method as imple-
mented, in whole or in part, by one or more devices and
structures. Such devices and structures are configured to
(i.e., include one or more components, such as resistors,
capacitors, transistors and the like that are connected to
enable the performing of a process) implement the method
of merging one or more non-transactional stores and one or
more thread-specific transactional stores into one or more
cache line templates in a store buffer in a store cache. In
other words, one or more computer hardware devices can be
created that are configured to implement the method and
processes described herein with reference to the Figures and
their corresponding descriptions.

The descriptions of the various embodiments of the
present invention have been presented for purposes of
illustration, but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill in the
art without departing from the scope and spirit of the
described embodiments. The terminology used herein was
chosen to best explain the principles of the embodiment, the
practical application or technical improvement over tech-
nologies found in the marketplace, or to enable other of
ordinary skill in the art to understand the embodiments
disclosed herein.

Embodiments of the present invention may be used in a
variety of electronic applications, including but not limited
to advanced sensors, memory/data storage, semiconductors,
microprocessors and other applications.

A resulting device and structure, such as an integrated
circuit (IC) chip can be distributed by the fabricator in raw
wafer form (that is, as a single wafer that has multiple
unpackaged chips), as a bare die, or in a packaged form. In
the latter case the chip is mounted in a single chip package
(such as a plastic carrier, with leads that are affixed to a
motherboard or other higher level carrier) or in a multichip
package (such as a ceramic carrier that has either or both
surface interconnections or buried interconnections). In any
case the chip is then integrated with other chips, discrete
circuit elements, and/or other signal processing devices as
part of either (a) an intermediate product, such as a moth-
erboard, or (b) an end product. The end product can be any
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product that includes integrated circuit chips, ranging from
toys and other low-end applications to advanced computer
products having a display, a keyboard or other input device,
and a central processor.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements in the
claims below are intended to include any structure, material,
or act for performing the function in combination with other
claimed elements as specifically claimed. The description of
the present invention has been presented for purposes of
illustration and description, but is not intended to be exhaus-
tive or limited to the invention in the form disclosed. Many
modifications and variations will be apparent to those of
ordinary skill in the art without departing from the scope and
spirit of the invention. The embodiment was chosen and
described in order to best explain the principles of the
invention and the practical application, and to enable others
of ordinary skill in the art to understand the invention for
various embodiments with various modifications as are
suited to the particular use contemplated.

While the invention has been described in detail in
connection with only a limited number of embodiments, it
should be readily understood that the invention is not limited
to such disclosed embodiments. Rather, the invention can be
modified to incorporate any number of variations, altera-
tions, substitutions or equivalent arrangements not hereto-
fore described, but which are commensurate with the spirit
and scope of the invention. Additionally, while various
embodiments of the invention have been described, it is to
be understood that aspects of the invention may be included
by only some of the described embodiments. Accordingly,
the invention is not to be seen as limited by the foregoing
description. A reference to an element in the singular is not
intended to mean “one and only one” unless specifically
stated, but rather “one or more.” All structural and functional
equivalents to the elements of the various embodiments
described throughout this disclosure that are known or later
come to be known to those of ordinary skill in the art are
expressly incorporated herein by reference and intended to
be encompassed by the invention. It is therefore to be
understood that changes may be made in the particular
embodiments disclosed which are within the scope of the
present invention as outlined by the appended claims.
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What is claimed is:
1. A method for managing and rendering one or more
information nodes relative to a current focus, the method
comprising:
receiving, by a processor, one or more principal topics
from a content of one or more information nodes
visited by a user, wherein the one or more information
nodes includes at least one first information node;

determining, by a processor, a topic vector from a simi-
larity of a content of the first information node to the
one or more principal topics, wherein the topic vector
is determined using a Latent Dirichlet Allocation algo-
rithm;
creating, by a processor, a map from the topic vector to a
storage location of the first information node;

determining, by a processor, one or more current topics
from a content of a second information node, wherein
the second information node is an information node
that has been accessed recently;

determining, by a processor, a current focus vector from

a similarity of the one or more current topics to each of

the one or more principal topics, wherein the current

focus vector is determined using the Latent Dirichlet

Allocation algorithm;

rendering, by a processor, a representation of the current

focus vector and a representation of the first informa-

tion node according to a rendering algorithm, wherein

the rendering algorithm:

determines a position and a size of the representation of
the current focus vector and of the first information
node;

includes a force-directed drawing algorithm;

includes an algorithm that renders a content of the first
information node as a word cloud; and

uses the similarity of the one or more current topics to
each of the one or more principal topics to generate
a position and a size of the representation of the
current focus vector and of the first information
node; and

accessing the first information node in the storage location

by selecting the representation of the first information
node.



